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Methods
Phase 1 – Approximating an action 
space through a frequency distribution
• Take a dataset of thousands of played games from

LichessAPI and clean the dataset
• Convert the algebraic notation of each game into

action samples of each individual piece, calculate a
frequency distribution and training samples

• Use frequency distribution as a starting place of the
action space of each piece

Results
• After performing a small subset of 65 games the

frequency distribution can be derived individually per
color, piece type, and even for each individual piece

• These distribution yielded a complete action space of
each piece, while already incorporating strategic
preferences of each piece
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Deep Reinforcement Learning (DRL) is a significant advancement in for example the manufacturing process.
Questions of how to train a robot to perform certain actions without being aware of which actions are possible to
perform, or without any understanding of the process itself, are relevant and generalizable to various problems.
How can I optimally train a new robot agent to learn without knowing the perfect strategy myself? How can a set of
agents learn together to collectively solve problems? In order to investigate these questions a representative setup
is built in chess, where multiple agents of varying capabilities cooperatively elaborate a solution.
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Outlook
Phase 2 – Experimenting with the Setup
• Local vs. Global learning and decision making
• Incorporating as little knowledge as possible into the training process
• Knowledge transfer between local pieces
• Neuroevolutive algorithms with dynamic observation and action spaces
• Teaching and Hierarchical Learning on local and global level
• Sparse Rewards and Reward Engineering with no knowledge inclusion
• Competitive and Cooperative acting in MAS
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